Evaluating the applicability of the double system lens model to the analysis of phishing email judgments
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\textbf{Abstract}

Phishing emails pose a serious threat to cybersecurity. Because human users are the last line of defense, understanding how users identify phishing emails is imperative to addressing this problem. Judgment analysis (JA) provides a means of analyzing both how information in the environment (cues) contributes to an outcome and how users synthesize cues into judgments about that outcome, typically using multiple linear regression. Because JA has not been applied to this domain, this effort assessed if the statistical assumptions of JA with multiple linear regression are upheld. We hypothesized that phishing cues are linearly combinable, meaning a lens model analysis, a type of JA, is appropriate for evaluating phishing judgments. To test this, we analyzed ten participants who judged whether or not emails were phishing using the double system lens model. Results indicated that the lens model is an appropriate means of analyzing phishing judgments, primarily evidenced by the goodness of fits for both the environment model and human judgment models. We also observed varying achievement scores across participants consistent with their varying levels of performance in the judgment task. We discuss our results and how future phishing judgment research can utilize JA afforded analysis capabilities.

1. Introduction

Phishing emails, messages designed to appear legitimate in an attempt to get individuals to reveal personal information or download malicious files, are a serious threat to cybersecurity. Phishing emails generally work by sending individuals a message with a compromised attachment or link, or include wire transfer instructions (Vishwanath et al., 2016). Successful phishing campaigns are an expensive problem, with an estimated annual impact of approximately 2.4 billion dollars (Microsoft, 2014). These expenses are associated with the theft of money, costs associated with identifying and repairing breaches, and the loss of future business. Not only are the numbers of cyber attacks increasing (Passeri, 2016; Volz, 2016), but some of the most damaging data breaches and wire transfer frauds in recent years, like those against Ubiquiti Networks Inc. and the Scoular Co. (Krebs, 2016), began with a phishing attack. The phishing problem continues to grow, with the Anti-Phishing Working Group identifying over 1.2 million separate phishing attacks in 2016, a 65% increase from 2015 (Anti-Phishing Working Group, 2017). Further, Verizon (2017) noted in their 2017 report that 95% of phishing attacks that led to a
breach were followed by software installation, making email attachments the most used delivery vehicle for malware.

Human users will always be the last line of defense against successful email phishing campaigns. Because of this, security groups within organizations often distribute information about how to detect phishing emails to employees. Phishing training and security notices generally focus on describing different phishing cues and where to find them in the email. However, these are not completely effective and even individuals who are informed about basic techniques for recognizing phishing emails can fail for deceptions (Caputo et al., 2014; Davison and Silence, 2010; Ferguson, 2005; Hong, 2012; Kumaraguru et al., 2007, 2008).

Clearly, there is a real and urgent need to understand what information humans use when making judgments about whether or not to trust an email so that phishing emails can be appropriately combated. Despite this, very little work has focused on modeling these human judgments (Pfleeger and Caputo, 2012). The work that has been done on this subject has focused on assessing susceptibility based on general individual differences (Williams et al., 2017), individual differences in cognition (Canfield et al., 2016; Vishwanath et al., 2016; Wang et al., 2012), and detection strategies (Downs et al., 2006; Zielinska et al., 2015). However, none of these analyses have focused on understanding how people use information in an email to make judgments about whether or not it constitutes a phishing attempt. The lens model is a statistical modeling judgment analysis technique that allows analysts to understand and predict how people synthesize information sources (cues) into judgments (Brunswik, 1955; Cooksey, 1996). There are a number of known cues that can help indicate if an email is a phishing attempt (Karakasiliotis et al., 2006) This suggests that the lens model would be appropriate for analyzing phishing judgments. However, it has never been used for this purpose.

The majority of lens model analyses rely on multiple linear regression (Karelaia and Hogarth, 2008; Kaufmann et al., 2013). Thus, lens model analyses work well in situations where the information provided by different cues can be linearly combined to make accurate predictions about the criteria on which judgments are being made. In this research, we attempted to evaluate whether or not the multiple linear regression assumptions of the lens model were appropriate for application to the phishing problem.

2. Background

Below we discuss the necessary background for understanding our research on the use of judgment analysis with the lens model in the phishing domain. This includes a survey of the other models that have been used to evaluate human phishing judgments, judgment analysis with the lens model, and information about the cues that appear to be important in phishing judgments.

2.1. Human models of phishing judgment

There is deep literature on phishing detection and filtering, however little research has focused on modeling the human user (Pfleeger and Caputo, 2012).

The suspicion, cognition, and automaticity model of phishing susceptibility (SCAM) is a cognitive-behavioral model that aims to measure individual victimization of phishing emails (Vishwanath et al., 2016). The SCAM provides a means of estimating phishing susceptibility based on several factors shown to influence overall suspicion: cyber risk-beliefs, deficient self-regulation, heuristic processing, systematic processing, and email habits. The SCAM questionnaire was administered to participants a week after the phishing email was sent. If the participant recalled the email, they answered Likert scale questions covering all previously listed factors, including overall suspicion.

Using signal detection theory to measure phishing attack vulnerability, Canfield et al. (2016) noted a greater sensitivity was positively correlated with confidence. Greater willingness to treat emails as legitimate was negatively correlated with their actions’ perceived consequences and positively correlated with confidence.

Wang et al. (2012) found attention to visceral triggers, attention to phishing deception indicators, and phishing knowledge influenced phishing detection. Cognitive effort did not significantly affect detection likelihood.

Arachchilage and Love (2014) developed a theoretical model to understand how conceptual and procedural knowledge influence a user’s self-efficacy against phishing attacks. Their results showed the interaction effect of conceptual and procedural knowledge positively impacted users’ self-efficacy, which then enhanced their phishing threat avoidance behavior.

Other researchers have utilized a mental modeling approach. Downs et al. (2006) identified three main strategies participants used when describing their responses to emails: “(1) this email appears to be for me, (2) it’s normal to hear from companies you do business with, (3) reputable companies will send emails.” The authors noted that the awareness of phishing risks was not linked to perceived vulnerability or to useful strategies, making people more susceptible to phishing attacks. Zielinska et al. (2015) compared the mental model networks of expert and novice computer users. Results indicated experts had more links connecting phishing concepts (such as strategies for preventing phishing, trends and characteristics of phishing attacks, and the consequences of phishing) than novices.

These models help us understand different pieces of the phishing problem, but do not evaluate how a person synthesizes information in their judgments. For this, judgment analysis methods should be appropriate.

2.2. Judgment analysis

Judgment analysis (JA), which is based on Brunswik’s probabilistic functionalism (Brunswik, 1955), is a technique for analyzing how people make judgments of distal criteria (the environment) using proximal cues (information in the environment) (Cooksey, 1996). While different statistical learning techniques can be used for this purpose (Bruins and Cooksey, 2000; Yoon et al., 2017), the vast majority of lens model analyses are based on multiple linear regression (Karelaia and Hogarth, 2008; Kaufmann et al., 2013). While there are multiple
versions of JA, this work focuses on the popular double system lens model (Cooksey, 1996).

The double system lens model (Fig. 1) uses symmetric statistical models of the environment and the judgment values made by the human to evaluate human judgment performance. Specifically, the same measurable environmental cues are used as predictors (independent variables) in two fitted linear regression models: one to the criterion (the actual value of the environmental quality that is being judged, \( Y_e \)) and one to judgment values (\( Y_s \)). The weights assigned to the cues (independent variables) allow analysts to compare how differently the cues factor into the prediction of the criterion (ecological validities) and the judgment (cue utilizations). The cue utilizations can be compared between participants to determine how the judgment strategies of each differ. In cases where the cue levels have been normalized, cue weights can also be used to compare the relative weight each cue has in influencing a predicted dependent measure (criterion or judgment).

Further, the lens model equation, originally proposed by Hursch et al. (1964) and later modified by Tucker (1964),

\[
r_a = GR_e R_s + C \sqrt{1 - R_e^2} \sqrt{1 - R_s^2}
\]

(1)
gives analysts a means of evaluating the achievement of the judge (how well the judge performed on the judgment task) while accounting for the different factors that affect it. \( r_a \) is the achievement of the judge represented as the correlation between the criterion (\( Y_e \)) and judgment (\( Y_s \)). Thus, achievement is measured from low to high by a value between 0 and 1. \( G \) represents linear knowledge: a measure of the correspondence between the environment and human judgment model predictions. This is measured as the correlation between \( Y_e \) and \( \hat{Y}_e \). \( R_e \) is a measure of the environmental predictability, how well the model of the environment corresponds to the environmental criterion, measured as a correlation between \( Y_e \) and \( \hat{Y}_e \). Similarly, \( R_s \) represents cognitive control in that it is a measure of how well the human judgment model matches the actual human judgment (the correlation between \( Y_s \) and \( \hat{Y}_s \)). Finally, \( C \) represents unmodeled agreement: a measure of the correspondence between the information not captured between the two models. This is measured as the correlation between the residuals of the environment model (\( \hat{Y}_e - Y_e \)) and the judgment model (\( \hat{Y}_s - Y_s \)).

JA affords numerous analysis capabilities, including performance and judgment policy typing (Cooksey, 1996). Judgment performance typing groups judges based on the similarity of their lens model statistics. Groupings are often based on policy consistency, or cognitive control (\( R_e \)), linear knowledge (\( G \)), or \( r_m \) (the linear knowledge equivalent when comparing two judges to each other instead of a judge to the environment) (Cooksey, 1996). A judgment policy is defined by which cues are considered and how they are combined to make a judgment (Bisantz and Pritchett, 2003). Judgment policy typing describes the grouping of judges based on the similarity of cue weighting.

In this form, the double system lens model has been successfully used to model and evaluate human judgment in a number of domains including policy making (Dalglish, 1988; Hammond, 1996), medicine (Wigton, 1988), weather forecasting (Stewart et al., 1992), education (Cooksey and Freebody, 1987), air traffic control (Bass and Pritchett, 2008; Bisantz and Pritchett, 2003), and many other (Karelaia and Hogarth, 2008; Kaufmann et al., 2013). To date, it has never been used to evaluate phishing judgments.

Because this form of judgment analysis is based on multiple linear regression, it is important that the assumptions of this statistical approach are maintained in the resulting models. Most important to the double system lens model is that cues should be linearly combinable in a way that is meaningful for predicting both the criterion and the human judgment. This is not always the case as environmental cues may not be linearly related to the criterion, and there may not be clear transformations to account for these nonlinearities. Further, human judgments can be nonlinear when they are under time pressure, using intuition or imagination, considering multiple alternatives, or matching patterns from their experience to the current situation (Hogarth, 2001).

2.3. Phishing cues

Beyond the linearity considerations, cue identification can be a major challenge for many lens model analyses (Cooksey, 1996). Work on automated phishing detection methods have

---

**Fig. 1 – Graphical representation of the double system lens model.**
identified a number of different indicators (candidate cues) that can provide evidence that an email is phishing. These potential cues are generally divided into three main categories (Karakasiliotis et al., 2006): technical, visual presentation, and message language and content. Cue types, names, and descriptions are summarized in Table 1.

Assuming these cues are not highly correlated, each can provide additional evidence about whether an email is phishing. This suggests that cues should be linearly combinable in a JA context.

2.4. Objective

The double system lens model offers powerful means of evaluating human judgments. As such, we would like to be able to use these to analyze phishing judgments. However, to be able to do this, the phishing cues should linearly combine together to help predict both human judgments and the criterion. Given that each of the phishing cues should provide different information about whether an email is or is not a phishing attempt, we hypothesize that the phishing cues are linearly combinable and thus that the double system lens model is appropriate for analyzing phishing. In the presented work, we aimed to test this hypothesis. To do this, we used an existing data set in which humans made judgments about whether emails were phishing or not. We used the double system lens model to analyze this data set to determine how well the lens model captured the judgment task.

Table 1 – Phishing cues.

<table>
<thead>
<tr>
<th>Cue category</th>
<th>Cue name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technical</td>
<td>Sender display name and email address</td>
<td>Display names are easily spoofed and can hide the sender’s real email address (Blythe et al., 2011; Downs et al., 2006; Furnell, 2007; Karakasiliotis et al., 2006; Kim and Hyun Kim, 2013, Vishwanath, 2016, Vishwanath et al., 2011, Wang et al., 2012).</td>
</tr>
<tr>
<td>URL hyperlinking*</td>
<td></td>
<td>URL hyperlinking hides the true URL behind text; the text can also look like another link (Canfield et al., 2016; Downs et al., 2006; Egelman et al., 2008; Furnell, 2007; Jakobsson, 2007; Karakasiliotis et al., 2006).</td>
</tr>
<tr>
<td>Attachment type</td>
<td></td>
<td>The presence of file attachments, especially an executable, can be a phishing indicator (Han and Shen, 2016).</td>
</tr>
<tr>
<td>Visual presentation</td>
<td>No branding/logos*</td>
<td>No or very minimal branding and logos can be a sign of a suspicious email (Blythe et al., 2011; Furnell, 2007; Grazioli, 2004; Jakobsson, 2007; Karakasiliotis et al., 2006; Kim and Hyun Kim, 2013; Tsow and Jakobsson, 2007; Vishwanath, 2016).</td>
</tr>
<tr>
<td></td>
<td>Poor overall design/formatting</td>
<td>Generally poor formatting and design or an overall unprofessional look can be a sign of a suspicious email (Dhamija et al., 2006; Fogg, 2003; Jakobsson, 2007; Karakasiliotis et al., 2006; Parsons et al., 2013; Tsow and Jakobsson, 2007).</td>
</tr>
<tr>
<td>Message language</td>
<td>Spelling and grammar errors*</td>
<td>Emails with multiple spelling or grammar errors can be suspicious (Blythe et al., 2011; Canfield et al., 2016; Downs et al., 2006; Furnell, 2007; Grazioli, 2004; Jakobsson, 2007; Jakobsson and Finn, 2007; Karakasiliotis et al., 2006; Parsons et al., 2013; Vishwanath et al., 2011; Wang et al., 2012; Wright et al., 2010).</td>
</tr>
<tr>
<td>and content</td>
<td>Generic greeting*</td>
<td>A generic greeting and an overall lack of personalization in the email can be an indicator of a suspicious email (Alsharnoubi et al., 2015; Canfield et al., 2016; Downs et al., 2006; Egelman et al., 2008; Karakasiliotis et al., 2006; Parsons et al., 2013; Tsow and Jakobsson, 2007).</td>
</tr>
<tr>
<td></td>
<td>Use of time pressure/threatening language*</td>
<td>Phishing emails often use time pressure or threats (ex. legal ramifications) to try to get users to quickly comply with the request (Alsharnoubi et al., 2015; Canfield et al., 2016; Downs et al., 2006; Karakasiliotis et al., 2006; Kim and Hyun Kim, 2013, Vishwanath et al., 2011).</td>
</tr>
<tr>
<td></td>
<td>Use of emotional appeals</td>
<td>Phishers can try to appeal to a user’s emotions with humanitarian claims (ex. donating money to the poor) (Karakasiliotis et al., 2006; Kim and Hyun Kim, 2013).</td>
</tr>
<tr>
<td></td>
<td>Lack of signer details*</td>
<td>Emails including few details about the sender, like contact information, can be suspicious (Kim and Hyun Kim, 2013).</td>
</tr>
<tr>
<td></td>
<td>‘Too good to be true offers*</td>
<td>Emails offering contest winnings or other unlikely monetary and/or material benefits can be suspicious (Grazioli, 2004; Karakasiliotis et al., 2006; Parsons et al., 2013; Wright et al., 2010).</td>
</tr>
<tr>
<td></td>
<td>Requests for personal information*</td>
<td>Requests for personal information, like a social security number, can indicate a suspicious email (Downs et al., 2006; Furnell, 2007).</td>
</tr>
</tbody>
</table>

Note: Cues marked with an asterisk were included in the analysis presented in this paper.

3. Methods

3.1. Experimental task

The data used in the research reported here were collected for an independent effort. However, they contained the information necessary for the presented analysis. In the experimental task, participants were told that they were an administrative assistant and that their boss, department chair Dr. Jane Smith, asked them to sort through her emails while she was on vacation. Participants were told that the chair uses her email for many different accounts, both work and personal. Participants did not need to respond to any of the emails, only sort them into either a “keep” or “suspicious” folder. Participants were
also asked not to use the internet or other sources to look up anything about the emails. Their judgment of the email should only be based on the information within the email and email client. While following a think aloud protocol, participants had 30 min to sort 40 emails (20 legitimate and 20 phishing). Participants were instructed to prioritize explaining their decision making process and doing the task correctly over doing the task quickly.

3.2. Participants

Ten students participated in the study. Participants averaged 23.2 years of age. Six were male and four were female. Five were native English speakers. Participants had varying levels of cybersecurity knowledge. All participants had a basic understanding of what phishing emails are and strategies for dealing with them. One participant was a previous systems administrator. All participants reported that they spent multiple hours a day working on a computer and regularly checked their email using both a computer and a smartphone. Participants were run one at a time. The population from which participants were recruited was large enough to make it unlikely that interactions between participants could have influenced the results.

3.3. Apparatus

The experiment was conducted in a controlled office environment on personal computers (PC) and mobile smartphones (Mobile). These platforms allowed participants to interact with Roundcube, a web-based email client with a skin resembling that of Microsoft Outlook. This allowed for natural email tasks and included all standard email functionality, like hovering over links and the sender’s display name and moving emails into different folders.

Screen recording software and human observers were used to collect dependent measure data from participants.

3.4. Independent variables and experimental design

Participants were randomly assigned to a technology condition, either PC or Mobile. For the PC condition, participants completed the email sorting task on a desktop computer. For the mobile condition, participants used a smartphone to complete the task. Five participants were in each technology condition. As previously noted, these data were collected as part of a separate effort. Thus, while we were not specifically interested in the effect of the technology condition in this research, it was part of the original experimental design.

The criterion for each email considered by participants was coded as a dichotomous variable, where an email was either a phishing email (coded as 1) or not (coded as 0). After the cue list was set, double system lens model analyses (see Section 2.2) were conducted for all 10 participants. Cues were also coded as dichotomous variables for each email inspected by participants, where a 1 meant the cue was present and 0 meant it was not. This included the presence of URL hyperlinking, the presence of attachments, whether branding or logos were absent, whether there was a generic greeting, whether time pressure or threatening language was used, whether there was a lack of signer details, if they had too good to be true offers, and if they requested for personal information. Whether or not emotional appeals were in the message was coded, but no emails included this cue. Thus, this cue was not considered in the presented analyses. Because participants were not evaluating their own inbox, sender display name and email address was not an appropriate cue in the context of the experimental task; it was not included. Because the community does not have a standardized method to assess poor overall design/formatting, this cue was also not included.

Participants were given 40 emails to sort, presented in a random order for each participant. All participants were presented with the same 40 emails. Twenty were legitimate and 20 were phishing; participants were not aware of this distribution. All emails were created from real emails (either phishing or legitimate) with personal identifying information modified from the original sender and recipient to prevent the distribution of any personal information. Phishing emails were derived from a semi-random sample of emails in Cornell University’s “Phish Bowl” phishing email database (Cornell University, 2017). Legitimate emails were derived from legitimate emails received by the researchers that conducted the study.

3.5. Dependent measures

Dependent measures included the judgment the participants made about an email: 1 if the participant thought it was phishing (moved the email to the suspicious folder) and 0 if not (moved the email to the keep folder). The time spent on each email, the number of times the email header was opened, the number of times the sender was hovered over (or the mobile equivalent), and the number of times a link was hovered over (or the mobile equivalent) were also collected (though not considered in the presented analyses).

3.6. Data analysis

There were 40 original emails. Ultimately, because cues relevant for attachment-based emails are not the same as link-based ones, we limited our analysis to link-based phishing emails. Thus, the attachment-based emails were removed, resulting in a total of 38 emails: 20 legitimate and 18 phishing. Removing attachment-based emails also resulted in the attachment type cue being excluded from consideration in the analysis.

Double system lens model analyses were completed with the Cognitive Systems Engineering Educational Software (CSEES) (Bolton and Bass, 2005). The lens model analyses commenced by checking for inter-cue correlations to ensure that our analysis did not include redundant cues. In cases where cues were highly correlated (a Pearson’s correlation coefficient was significant, p < 0.05), only one of the correlated cues was considered in the final analysis. This resulted in the inclusion of eight cues: spelling and grammar errors, generic greeting, URL hyperlinking, no branding/logos, lack of signer details, too good to be true offers, requests for personal information, and use of time pressure/threatening language. The number of times each cue was present across the 38 emails included in the analysis, as well as the number and types of cues in each
Fig. 2 – Type and number of cue occurrences for phishing and legitimate emails.

email, is shown in Fig. 2. On average, there were more cues present in the phishing emails ($M = 5, SD = 1.14$) compared to the legitimate emails ($M = 2, SD = 0.46$).

To determine if significant differences manifested between the PC and mobile conditions, t-tests were used to compare average sorting accuracy and judgment strategy (cue $\beta$ weights). A Bonferroni adjustment was used to account for multiple comparisons (Dunn, 1961).

4. Results

The results of the double system lens model analyses (cue weights and statistics) are presented in Table 2. These show that there was a range of achievement values ($r_a$) across participants, meaning overall task performance varied. The large $R_c$ (0.923) and $R_s$ values (ranging from the maximum possible value of 1 down to 0.783) indicate that the multiple linear regression models did a good job of fitting both the environment and the human judges. $G$ values (linear knowledge) were also high across the board, indicating that the linear regression models of the human judges generally matched the linear model of the environment. Conversely, a large range of $C$ values (unmodeled agreement) were observed. This suggests that there are distinct individual differences between participants.

The beta weight of each cue in the criterion model (ecological validity) was positive. This indicates that each cue provided some evidence about whether the email was phishing or not. Furthermore, because each cue was coded on the same scale (present or not present) we can compare their relative weights to understand how important each was for determining if an email was phishing. For example, lack of signer details (0.542), no branding/logos (0.400), and URL hyperlinking (0.349)
Table 2 – Regression and lens model analyses results.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Regression models</th>
<th>Lens model statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \beta_0 )</td>
<td>( \beta_{\text{Spelling}} )</td>
</tr>
<tr>
<td>1</td>
<td>-0.510</td>
<td>0.033</td>
</tr>
<tr>
<td>2</td>
<td>-0.226</td>
<td>0.141</td>
</tr>
<tr>
<td>3</td>
<td>-0.038</td>
<td>0.556</td>
</tr>
<tr>
<td>4</td>
<td>0.127</td>
<td>0.419</td>
</tr>
<tr>
<td>5</td>
<td>-0.510</td>
<td>0.033</td>
</tr>
<tr>
<td>6</td>
<td>-0.216</td>
<td>0.077</td>
</tr>
<tr>
<td>7</td>
<td>-0.510</td>
<td>0.033</td>
</tr>
<tr>
<td>8</td>
<td>-0.118</td>
<td>-0.018</td>
</tr>
<tr>
<td>9</td>
<td>0.018</td>
<td>0.108</td>
</tr>
<tr>
<td>10</td>
<td>0.263</td>
<td>0.065</td>
</tr>
</tbody>
</table>

Fig. 3 – Comparison of criterion, participant 6, and participant 8 beta weights for a subset of cues.

Table 3 – Comparison of experimental conditions.

<table>
<thead>
<tr>
<th>Mobile</th>
<th>PC</th>
<th>p-value</th>
<th>Bonferroni adj.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sorting accuracy</td>
<td>0.844</td>
<td>0.900</td>
<td>0.335</td>
</tr>
<tr>
<td>( \beta_{\text{Spelling}} )</td>
<td>0.139</td>
<td>0.239</td>
<td>0.487</td>
</tr>
<tr>
<td>( \beta_{\text{Greeting}} )</td>
<td>0.152</td>
<td>0.067</td>
<td>0.219</td>
</tr>
<tr>
<td>( \beta_{\text{Linked}} )</td>
<td>0.087</td>
<td>0.115</td>
<td>0.831</td>
</tr>
<tr>
<td>( \beta_{\text{Branding}} )</td>
<td>0.135</td>
<td>0.096</td>
<td>0.756</td>
</tr>
<tr>
<td>( \beta_{\text{Personal}} )</td>
<td>0.014</td>
<td>0.094</td>
<td>0.634</td>
</tr>
<tr>
<td>( \beta_{\text{TooGood}} )</td>
<td>0.421</td>
<td>0.485</td>
<td>0.510</td>
</tr>
<tr>
<td>( \beta_{\text{Pressure}} )</td>
<td>0.017</td>
<td>-0.113</td>
<td>0.480</td>
</tr>
<tr>
<td>( \beta_{\text{TooGood}} )</td>
<td>0.200</td>
<td>0.147</td>
<td>0.557</td>
</tr>
</tbody>
</table>

As shown in Table 3, no significant differences were observed between in sorting accuracy or cue weights between the mobile and PC technology conditions.

5. Discussion and conclusion

The double system lens model gives analysts powerful tools for evaluating and understanding human judgments. The pre-
sented work is the first step in applying JA to the phishing domain. Overall, the results indicate that the lens model can be used as a means for evaluating phishing. The best evidence for this is seen in the high R² and R² values we observed. The high R² value suggests that linear regression is an appropriate method for predicting whether or not an email is phishing based on cues available to the human operator. The high R² values indicate that the linear regression model is able to adequately capture the human’s judgment strategy so that it can be compared to that of the criterion and other human judges.

The lens model’s compatibility with this domain affords many additional analysis capabilities. First, analysts can compare cue validities and cue utilities. This allows for the investigation of whether or not there is a mismatch between what cues are the most diagnostic and the cues actually being used by human operators. In related work, Parsons et al. (2016) used a series of t-tests to determine which cues (independently of others) best differentiate phishing from legitimate emails and which cues are used by human judges. As our results show, the JA approach not only allows the assessment of the relative importance of different cues, but also accounts for how all of the included cues combine. The JA approach also enables us to compare the judgment strategies of different humans to each other and to the environment model. This was shown in the differences we saw in judgment strategy between participants based on their cue utilizations. From an engineering standpoint, this has the potential to help poor performers because it could be used to inform or train humans to modify their judgment strategy to account for under- or over-weightings. Thus, the JA approach capture more nuanced aspects of the phishing judgment task and deeper analyses capabilities than the previous study (Parsons et al., 2016).

It is important to note that, while our results are compelling, we cannot make any claims about their generalizability due to dataset limitations. The distribution of emails and phishing cues in the experiment is consistent with previous phishing research (Canfield et al., 2016; Dhamija et al., 2006; Kumaraguru et al., 2010; Pattinson et al., 2012). However, we acknowledge this distribution (Fig. 2) may not be realistic. The dataset also included PC and Mobile experimental conditions and there is little research to understand how this may influence cue processing. Although our results did not indicate any significant differences between groups, Vishwanath (2016) noted that mobile device usage strengthened email habits, potentially resulting in an increased likelihood of victimization. It is important to note that our results comparing the two technology conditions groups should be interpreted cautiously because of the small sample size. Future work should develop experimental methods to improve generalizability and applicability across computing platforms.

Further note that the cues, judgments, and criterion used in this study are all dichotomous variables. Ideally, we would have used logistic regression in our JA instead of multiple linear regression, because it is more appropriate for handling dichotomous dependent measures. However, our experimental design did not allow for this due to logistic regression’s vulnerability to inter-cue correlations in small data sets (Hamm and Yang, 2017). Despite this limitation, our use of multiple linear regression is acceptable. Specifically, Cooksey (1996, p. 298) noted that the use of multiple linear regression for dichotomous variables is “acceptable where the researcher is chiefly interested in the Lens Model correlations and cue weights, and is not interested in examining the precise predicted values arising from each regression model,” which is consistent with the way we interpreted our results. However, to fully realize the power of JA for modeling phishing judgments, future work should investigate how logistic regression and its associated lens model equation can be applied to this domain (Stewart, 2004).

Finally, while the sample size used in our study was small, this is not a limitation for the primary purpose of our analyses. Specifically, double system lens model analyses are, by definition, designed to evaluate the judgments of individuals. Thus, the fact that the lens model analyses produced compelling results for all of the analyzed participants provided us with ample evidence to test our hypothesis. However, the lens model does support analyses for clustering humans based on their judgment strategies and statistically comparing lens model parameters between individuals and groups (Cooksey, 1996). To allow such capabilities to be utilized in analyses, future work should employ larger numbers of participants.
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