ABSTRACT

Many modern systems are complex in that they depend on the interaction between technical infrastructure (mechanical systems, electrical systems, transportation systems, human-system interfaces, etc.), people (operators, maintenance crews, etc.), and environment conditions to operate successfully. While engineering these subsystems/components, system failures are often emergent as they occur as a result of subsystem interactions. While formal methods, and particularly model checking programs, have proven useful in predicting system failure in computer hardware and software systems, they have not been extensively used to evaluate one of the largest sources of emergent failure, human error; the error resulting from the interaction between human operators and the system. This paper proposes a framework to fill this gap by using formal models of systems, their human-system interfaces, and their operators’ normative behaviors in order to predict when erroneous human behavior can occur and how this behavior can contribute to system failure. This framework is illustrated using a model of the Therac 25.
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INTRODUCTION

With multiple interacting sub-systems and people (operators, maintenance crews, etc.) working towards multiple and sometimes conflicting goals, modern, safety-critical systems are inherently complex. While the majority of the sub-systems (including the interfaces humans use to interact with the system) are well engineered, system failures still occur: airplane crashes, air-traffic conflicts, power plant failures, defense system false alarms, etc. [19]. Such failures are often due not to the breakdown of a single component, but a series of minor events that occur at separate times, ultimately leading to dangerous outcomes. Further, the majority of the mistakes or failures that lead to such outcomes are often the result of human behavior rather than equipment or component failure.
Such failures are difficult to predict as they are emergent features of the complex interactions. Because failures may occur under unexpected and infrequent combinations of conditions, they may not be uncovered during system tests and evaluations. Formal modeling techniques and model checking technology that exhaustively searches the system’s operational state space may identify human and sub-system interactions that result in unsafe operating conditions. Using formal models of systems and human behavior with model checkers, this paper proposes a framework for predicting when human error may contribute to system failure.

**System Failure**

The notion of system failures was popularized by Perrow [19] who referred to system failures as “normal accidents”. Perrow’s theory states that minor failures will occur in the subsystems of a complex system. While the system may have safeguards to prevent any one failure from drastically impacting system performance, a system accident occurs when multiple failures occur and produce an unanticipated interaction effect.

Reason [21] extended these ideas by identifying two categories of failures that can contribute to system failure: a) **active failure** are those that immediately lead to adverse consequences and b) **latent failures** are those for which the damaging results may not become apparent until much later. Latent failures play an important role in complex system failure as they may lie dormant in the system until they interact with other failures (active or latent) and result in system failure.

Reason noted that the majority of complex systems failures were a particular type of latent failure: human error (a planned sequence of activities that does not produce the intended result during human-system interaction). Reason supported this claim by citing statistics from the Institute of Nuclear Power Operations of 180 incident reports from 1983 and 1984 which indicated that 92% of the aggregate incident root causes were due to human error. Thus, mitigating human error could avert system failure.

**Formal Methods and Model Checking**

Formal methods is concerned with modeling, specifying, and verifying systems using rigorous mathematical techniques. Model checking is a highly-automated, push-button approach used to verify that a model of a system, usually a finite-state machine, satisfies a set of desired properties, written in some temporal logic, such as CTL (Computational Tree Logic), LTL [5]. Verification is the process of proving that the system meets correctness criteria. For model checking, this is done by exhaustively searching a system’s state space in order to determine if these necessary criteria hold. While other forms of verification exist (simulation, experimentation with the actual system, deductive verification using proof techniques), model checking has several advantages: it is automatic, it is decidable, and it can be performed using computationally efficient algorithms.

The model checking approach to verification requires a system model, a system specification, and a verification process (Figure 1) [5]. The modeling task involves converting a system’s design into a formal description that can be used

*Figure 1. The model checking approach to verification.*
by the model checking tool. The specification task involves identifying and defining necessary system properties in a temporal logic (see [20]). The verification task is automatically completed by the model checker itself, with the process producing a report either confirming that the model satisfied the specification, or providing an error trace to illustrate a condition that violated the specification (a counterexample). A failure to verify the model may indicate that there is an error in the model or in the specification which would need to be revised.

The verification process of model checking can combat system failure by finding execution conditions that violate system safety properties. Unfortunately, limited effort has gone into incorporating the single largest source of system failure, human error.

**Human Error and Formal Models of Human-System Interaction**

Two of the most notable taxonomies for classifying and modeling human error are Reason’s Generic Error Modeling System (GEMS) [21] and Hollnagel’s phenotypes of erroneous actions [10]. In GEMS, Reason distinguished between three error types based on cognitive factors [21]: slips (and lapses), where the human intends to perform the correct action, but performs the wrong action; rule-based mistakes, where the human performs the wrong action due to an incorrect plan; and knowledge-based mistakes, where the wrong action is performed based on incorrect or incomplete knowledge. Hollnagel’s taxonomy describes errors based on their observable forms, with all errors composed of one or more of the following [10]: premature start of an action, delayed start of an action, premature finishing of an action, delayed finishing of an action, omitting an action, skipping an action, re-performing a previously performed action, repeating an action, and performing an unplanned action (an intrusion).

A number of human-system interaction modeling techniques exist including Goals, Operators, Methods, and Selection rules (GOMS) [12], ConcurTaskTrees (CTT) [17], and the Operator Function Model (OFM) [24]. While each has proven useful in modeling normative human behavior, none have explicitly incorporated error taxonomies to model erroneous human behavior. Bastide and Basnyat [1] proposed a system of design patterns for permuting normative CTTs in locations that a human factors specialist deemed appropriate in order to model erroneous behavior. Johnson and Telford [11] have used formal methods to describe how erroneous human behavior contributes to system failures. Lindsay and Connelly [16] have used cognitive modeling to model some erroneous human behavior in an air traffic control task.

An alternate approach to using formal models to predict human error has been used by Kieras and Polson [13], Degani [6], and Leveson and Palmer [14]. Here finite state models of the environment, human user tasks and their interfaces, and system functionality to identify operating conditions that result in incompatibilities between the operator’s mental model and the system model, thus predicting potential operator confusion. These analyses have been automated using model checkers in a variety of studies [4][18][22]. Heymann and Degani [9] have investigated extending these methods in order to automatically generate user interfaces. Similar methods have been used to predict sequences of operator tasks that recover the system from and drive the system into unsafe operating conditions [7].

While each of these methods provides insights into human error, all have limitations. Those using cognitive models risk missing many erroneous behaviors due to the inability of the model to replicate the complexity of human cognition. Similarly, those requiring human factors specialists risk human error compromising the design of the erroneous behavior model. Finally, methods used to predict human confusion ignore errors that could result from other cognitive factors.
Objectives
Hollnagel [10] and Reason [21] indicate that there are limited ways in which human error can manifest itself. Given that a system’s human interfaces represent the sole means by which human operators can interact with the system, human error will manifest itself through the human-system interface. As it is possible to formally model human-system interfaces [13][6][14], it is possible to automatically predict how the limited manifestations of human erroneous action will cause deviation from normative operator behavior. Because formal models of normative behavior [12][17][24] must conform to the constraints imposed by the human-system interface, they should be able to accommodate the erroneous behaviors they allow.

This paper proposes a framework for using formal models of systems (including their human interface) and the normative behavior of their operators in order to construct models that incorporate erroneous operator behavior. These models can then be used to predict system failure.

A FRAMEWORK FOR PREDICTING HUMAN ERROR AND SYSTEM FAILURE
The proposed framework (Figure 2) extends the model checking verification process (Figure 1). In this extension, there are three inputs: the formal normative human behavior model, the formal system model (which contains a formal model of the human-system interface), and the specification which contains necessary system properties (assertions that system failure conditions do not occur).

Figure 2. Human error and system failure prediction framework

The framework includes three automatic processes: human error prediction, translation, and model checking. The human error prediction process examines the normative human behavior model and the human-system interface model in order to determine what erroneous human behavior patterns (based on the formal characteristics of human error identified in [10] and [21]) are possible with the interface. It outputs a modified version of the human behavior model with both the normative and erroneous behavior. The translation process takes the system model and the modified human behavior model and converts them into a single model that is readable by the model checker. The model checking process verifies that the system properties from the specification are true in the system model. If verification fails, the process will generate a counterexample showing how the failure condition occurred.
To illustrate the application of the framework, we consider a simplified version of the Therac-25, a medical system for which human error played an important role in a system failure. The Therac-25 is a room-sized, computer-controlled, medical linear accelerator. It has two modes of operation: the electron beam mode is for shallow tissue treatment (with beam energy between 5 to 25 MeV), and the x-ray mode is for deeper treatments with x-ray photons (25 MeV). The x-ray mode uses a beam flattener (not used in electron beam mode) to produce a uniform treatment area, which dissipates the treatment. Thus x-ray mode requires an electron beam current approximately 100 times higher than that used for the electron beam mode. An x-ray beam application without the spreader in place can deliver a lethal dose of radiation.

When a patient receives treatment, an administrator positions the patient on a treatment table, manually configures the machine, and leaves the room to administer treatment from a remote computer console. The console allows mode selection (between the x-ray and electron beam modes) using the “x” or “e” keys respectively. The administrator can iteratively approve the elements of the treatment plan by hitting the enter key several times. At any point in this process, the administrator can go back to a previous stage by pressing the up key. Once the treatment plan is confirmed, the administrator can press the “b” key to fire the beam.

While a number of problems have been found with the Therac-25 (see [15]), the most notorious one occurred when a seemingly benign human error resulted in patients being treated with a dangerous dose of radiation. In this error sequence, an operator would intend to apply an electron beam treatment. However, instead of pressing the “e” key, the operator pressed the “x” key, realized the error, pressed the up key to recover from the error, pressed the “e” key, confirmed the treatment plan with multiple presses of the return key, and pressed the “b” key to administer the beam treatment. If this sequence of actions was performed in under 8 seconds, the Therac-25 would apply an x-ray treatment without the spreader in place.

In order to show how the proposed framework (Figure 2) could have predicted this problem, we walk through the application of the framework’s steps.

Formal System Model

The first step is to model the system. We present a simplified model of the Therac-25 using the state charts formalism (see [8]). The system is modeled as four concurrent finite state machines (Figure 3): the interface, the beam’s power (BeamLevel), the spreader position (Spreader), and the beam’s firing state (BeamFire). At initialization, the interface is in the edit mode, the beam is in neither the x-ray or electron beam mode, and the spreader is out of place. If the user presses the “x” or “e” keys (broadcasting SelectX or SelectE commands to the rest of the model), the interface goes into the XRay or EBeam modes respectively. In either mode, the user can confirm a treatment plan by pressing the enter key, fire the beam using the “b” key (broadcasting a Fire command), and confirm treatment by pressing the enter key. In any of the data entry and beam ready states (XDataEntry, XBeamReady, EDataEntry, and EBeamReady), the user can press the up key to return to the previous state.

For the spreader model, the SelectX command moves the spreader in place. The SelectE command moves the spreader out of place.

---

1 The Therac-25 has been used in other formal methods verification (see [23]), although human erroneous behavior was not modeled.

2 This particular behavior was different from the original version of the software which required the administrator to enter the treatment plan manually. This new implementation simply copied the treatment data in based on the manual settings made by the administrator during setup.
When the Fire command is seen by the BeamFire model, the machine transitions to the Fired state indicating that the beam has been fired. The machine then automatically transitions (as indicated by the \( \varepsilon \) input) back to its initial state (Waiting). In doing so, it broadcasts a Reset command to the rest of the model.

When in the initial state (Neither) of the BeamLevel model, the SelectX and SelectE commands set the beam power to the appropriate setting. Attempting to change the power setting once the level has been initially set (XSet or ESet) puts the machine in an intermediate state (XtoE or EtoX) where it takes 8 seconds to transition to the new power setting. A Reset command sets the machine back to the initial state.

**Formal Normative Human Behavior Model**

We want to simulate erroneous human behavior while applying electron beam treatment. Using the OFM formalism (see [24]), we develop a normative model of human behavior for application of the electron beam treatment (Figure 4). The administration of electron beam treatment activity decomposes into five sequential activities: the selection of the electron beam mode, the confirmation of the treatment plan, the firing of the electron beam, and the confirmation of treatment. Each of these activities maps respectively into an atomic action: pressing the “e” key, pressing the enter key, pressing the “b” key, and pressing the enter key.

**Specification**

The specification for the system failure condition being evaluated is simply that the beam should never fire at the x-ray level unless the spreader is in place. We can represent this using temporal logic (see [20]) as follows:

\[
\text{AG } \neg(BeamLevel = X \land \text{Spreader} = \text{OutOfPlace} \land \text{BeamFire} = \text{Fired})
\]

This can be translated as: for all paths through the model, there will never be a state where the intensity of the beam is at the x-ray level, the spreading is out of place, and the beam is fired.
Human Error Prediction and Erroneous Human Behavior Specification

With the normative model of human behavior (Figure 4) and a formal model of the human-system interface (Figure 3), one can predict the human error that caused the system failure. When an operator begins to administer electron beam treatment, the interface will be in the Edit state. There are two options for progressing to another state: pressing the “e” key (correct course of action according to the normative human behavior model) and pressing the “x” key. Doing the latter constitutes a common type of erroneous human behavior, that of performing a familiar action at the inappropriate time (Reason’s slip [21] and Hollnagel’s [10] erroneous act). If this latter action occurs, the human will need to recover from the error in order to resume electron beam treatment. The interface indicates that this can occur if the human presses the up arrow. He can then resume electron beam administration as he normally would. Figure 5 illustrates a human behavior model encompassing both the normative and erroneous behavior.

Figure 5. Erroneous human behavior model. Note that in an XOR decomposition only one of the sun-activities is executed.

Translation

The next step is to translate the erroneous human behavior model and the system model into a single model that can be evaluated by a model checker. This aggregate model is presented in the state charts formalism (Figure 6). The only addition is the human behavior model, represented as its own machine. In this translation, the human behavior starts in an initial state and can transition to the erroneous or the normative behavior sequence. In each, states in the model represent intermediary periods between user activities. State transitions represent human activities, with those activities being broadcast to the rest of the model.

Although not explicitly shown here, part of this proof of concept involved manually implementing the model in Figure 6 in the SAL (Symbolic Analysis Laboratory) [2] and SMART (Stochastic Model Checking Analyzer for Reliability and Timing) [3] model checking programs.

Model Checking and Counterexample

When the aggregate system model and specification are run through the model checkers, the specification is violated (the system failure condition occurs). As a result,
the model checkers produce the following state trace (illustrated in Figure 6):

1. The process starts with each machine in its initial state.
2. The machine prepares to execute the erroneous behavior sequence.
3. The human behavior model has pressed the "x" key, the interface is now in data entry mode for the x-ray, the x-ray beam power level is set, and the spreader is put in place.
4. The human has pressed the up key to correct for the erroneous act, the interface is back in its initial state.
5. The human has pressed the "e" key to resume correct electron beam administration, the beam power level is set to transition to the electron beam power setting in 8 seconds, and the spreader is moved out of place.
6. The human confirms treatment data by pressing the enter key.
7. The human has pressed the "b" key, and the beam is fired at the X-ray power level with the spreader out of place, the system failure condition.

Figure 6. Combined human behavior model and system model with execution trace to indicate failure sequence.

DISCUSSION

This simple example shows that it is possible to use formal models of systems and the normative behavior of their human operators with the proposed framework in order to predict human error and to forecast system failure. However, there are areas that require further development before the framework process is complete.

Human Error Prediction

While the erroneous human behavior was easy to manually predict in this example, future work will make this process automatic and capable of encompassing more types of erroneous behavior. Hollnagel’s [10] error phenotypes are particularly useful in that they are able to model the vast majority of human erroneous behavior based on the combination of timing and plan-divergence errors observable at individual action level. This is particularly convenient in the context of the OFM. Because OFMs decompose activities into their atomic actions, erroneous behavior models can be constructed by replacing each atomic action with all of the possible single action errors that can manifest themselves at that action.

OFM Specification and Translation

There are currently no tools designed to specify OFMs as part of larger formal system
model specification. Such tools will be necessary to ensure that OFMs are compatible with the human interface specifications given that both are dependent on each other. Such compatibility will also be important given that it will be necessary to translate the OFMs into the same notation used for the system model so that they can be processed by the model checker.

**Specification**

While some undesirable system conditions may be easy to identify, and therefore incorporate into the specification, properties of some emergent failures may be less obvious. It may be useful to develop additional processes to identify failure conditions by examining the system model. Here, Reason’s notion of latent errors [21] could be very helpful. In the context of erroneous human behavior, a latent failure would be one in which an erroneous behavior causes the system to transition to a state inconsistent with that associated with the normative human behavior. The Therac-25 example contains such a condition: the human’s slip and recovery actions resulted in the system being in a different state than they had been before the erroneous behavior.

**Conclusions**

While the process depicted in this framework is still under development, the example shows that it is feasible. With additional work, this integrated human-systems modeling approach to system verification will provide significant insight into safety critical systems and the prevention of system failures. Future work will apply these methods to applications in the medical and aerospace domains.
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