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Abstract

Human-computer interaction (HCI) can often occur in
situations unanticipated by designers. As such, usabil-
ity may not always be maintained or human operators
may not be able to achieve task goals. This can result in
poor system adoption, decreased productivity, and un-
safe operating conditions. Formal methods can be used
prove properties about different elements of HCI. Un-
fortunately, these methods require the creation of formal
models of interface designs, a non-standard practice that
is prone to modeling error. This work describes an ap-
proach (based on L* learning) that is being developed
to automatically generate formal human-computer in-
terface designs guaranteed to always adhere to usability
properties and support human operator tasks. The paper
presents a formulation of this approach and describes
plans for its implementation. These are discussed along
with avenues for future research.

When designing a human-computer interface, it is critical
that the design have good usability and allow the human op-
erator to always fulfill his or her task goals. A failure to
do this could result in poor acceptance of the system, re-
duce productivity, or lead to unsafe operating conditions.
Unfortunately, the concurrent nature of human-computer in-
teraction (HCI) can result in designers missing poor usabil-
ity conditions or situation that could prevent operators from
performing their tasks. Luckily, researchers have developed
techniques that can help designers address these issues.

User-centered design is an approach for creating human
interactive systems that emphasizes the need to facilitate
the human operator’s tasks (DIS, ISO 2009). Tasks are
documented using task analyses (Schraagen, Chipman, and
Shalin 2000; Kirwan and Ainsworth 1992), where the pur-
pose is to capture the space of possible behaviors that a hu-
man operator can or should use to achieve goals with a sys-
tem. The product of a task analysis is a task model that de-
scribes the ordinal relationships between the different activ-
ities and actions human operators can perform. It also con-
tains strategic knowledge (usually as logical conditions) to
specify when activities and actions can execute and what

∗This material is based upon work supported by the National
Science Foundation under Grant No. IIS-1353019.
Copyright c© 2014, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

they must accomplish. The products of task analyses and
user-centered designs can also be used with formal methods.

Formal methods are robust mathematical tools and tech-
niques that give analysts means of guaranteeing that a sys-
tem model satisfies certain properties (Wing 1990). Formal
verification have been used to formally model task analytic
and human-computer interface behaviors and prove usabil-
ity and safety properties about them (Bolton, Bass, and Si-
miniceanu 2013; Campos and Harrison 1997). The vast ma-
jority of these analyses use formal verification, where proof
techniques show that a system model adheres to formal spec-
ification properties. Model checking is an approach to for-
mal verification where a model of a system’s behavior is au-
tomatically proven to either satisfy or not satisfy logically
formulated specification properties (Clarke and Wing 1996).

While powerful, such analyses require the creation of for-
mal human-computer interface models, a process that can
be difficult and prone to modeling error (Heitmeyer 1998).
Further, such an approach, with its emphasis on interface
modeling, can ignore the human operator tasks and thus not
be compatible with user-centered design.

A variety of work has investigated how to generate
human-computer interfaces from object-oriented design
models, including task models (Tran et al. 2010; Garcı́a et
al. 2008; Mahfoudhi, Abid, and Abed 2005; España, Ped-
eriva, and Panach 2007). However, such methods are pre-
dominantly concerned with rapid software development and
not providing formal guarantees about the produced design.

Thus, there is a real need for formal approaches that will
enable designers to automatically develop interfaces guaran-
teed to allow human operators to usably perform their tasks.

Researcher have shown that the L* learning algorithm
(Angluin 1987) can be used to generate interfaces that ad-
here to usability properties (Combéfis et al. 2011; Combéfis
and Pecheur 2012). However, these designs are created from
models of system automation and are thus not user-centered
and do not provide guaranteed support for human tasks.

Objectives
In this paper, we describe preliminary steps we have taken
to develop a user-centered interface design method. Our ap-
proach uses formal human task behavior models, formal us-
ability properties, and L* learning to automatically gener-
ate formal interface designs. Given the use of task models
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and usability properties in the generation, the designs will
be guaranteed to always usably support the human opera-
tor’s task, thus supporting user-centered design.

In the material that follows, we present the background
necessary for understanding our approach. We then describe
the approach itself. This is followed by an examination
of implementation possibilities. Finally, the method is dis-
cussed and avenues of future research are explored.

Background
There is a significant literature covering the way that for-
mal methods can be used in the analysis of HCI (Bolton,
Bass, and Siminiceanu 2013). For this work, formal human-
computer interface modeling, usability specification, formal
human task behavior modeling, and L* learning are most
relevant. All are discussed below.

Formal Models of Human-computer Interfaces
To be formally evaluated, the behavior of the human com-
puter interfaces must be modeled. This can occur using
many notations including statecharts (Degani and Heymann
2002), interactors (Harrison and Duke 1995), and Object-
Z (Bowen and Reeves 2008). Despite the diversity of tech-
niques, all generally treat the interface as a finite state au-
tomaton (FSA) that can transition between states based on
human operator actions or other system conditions (Parnas
1969).

This work is relevant to this project because it shows that
human-computer interfaces can be formally modeled and
thus reasoned about using formal verification tools.

Formal Interface Usability Properties
Formal verification can be used to evaluate the usability
of modeled interfaces using formal usability specification
properties. Campos and Harrison (1997) identified four cat-
egories of such properties for which generic specification
patterns have been formulated. Reachability properties as-
sert qualities about whether and when interface conditions
can be attained (Campos and Harrison 2009; Abowd, Wang,
and Monk 1995; Paternò 1997). Visibility properties de-
scribe how feedback to human actions should manifest (Pa-
ternò 1997; Campos and Harrison 2008). Task-related prop-
erties specify that task goals should be achievable and that
actions can be undone (Paternò 1997; Bolton et al. 2013;
Abowd, Wang, and Monk 1995; Campos and Harrison 2008;
Bolton 2013). Reliability describes properties important
to safety such as behavioral consistency, the absence of
deadlock, and the lack of hidden mode changes (Cam-
pos and Harrison 2009; Abowd, Wang, and Monk 1995;
Joshi, Miller, and Heimdahl 2003).

Formal Models of Human Task Behavior
Methods have additionally been developed that allow mod-
els of human task behavior to be model formally and thus
used in formal analyses. In these, a task model is either
represented using a formalism or translated into one where
it interacts with other formally modeled elements of a tar-
get system. Formal verification is then used to prove that

the system is safe or free from deadlock (Basnyat et al.
2007; Gunter et al. 2009; Campos 2003; Aı̈t-Ameur, Baron,
and Girard 2003; Bolton and Bass 2010; 2009; Bolton,
Siminiceanu, and Bass 2011; Paternò and Santoro 2001;
Palanque and Paternò 1997; Navarre et al. 2001; Barboni
et al. 2010) or that it exhibits other desirable usability prop-
erties (Bolton et al. 2013; Bolton 2013).

The L* Learning Algorithm
The L* algorithm is a machine learning process capable of
generating a formal model based on a series of queries to
a teacher and/or oracle (Angluin 1987). Specifically, an L*
algorithm will learn a minimal FSA for accepting a lan-
guage. It does this by iteratively generating queries that it
must receive specific answers to. The L* algorithm will gen-
erate two different types of queries. In the first type, it cre-
ates a string representing a word that may or may not be in
the target language. The algorithm’s teacher must supply an
answer to the algorithm indicating if the string can be ac-
cepted, rejected, or if it doesn’t matter (“Don’t Care”) (An-
gluin 1987; Giannakopoulou and Păsăreanu 2009; Chen et
al. 2009). After a number of such queries, the L* algorithm
will have enough information to generate a FSA. It will send
this to an oracle. It is then the job of the oracle to examine the
automaton and determine if it is satisfactory. If it is, then the
algorithm completes. If it is not, the oracle must generate a
string (counterexample) it considers to be unacceptable that
can be accepted by the FSA created by the L* algorithm.
The oracle will continue generating strings and candidate
automata until a satisfactory automata has been found.

L* learning is pertinent to this project because it gives
us the ability to learn a FSA, thus enabling the automatic
generation of human-computer interface models.

Using L* to Generate Interface Designs
L* learning has been used to generate human-computer in-
terface designs (Combéfis et al. 2011; Combéfis and Pecheur
2012). In this approach, the L* algorithm learns a formal in-
terface design as a FSA. The alphabet associated with the
FSA includes the human actions and other system condi-
tions that can alter interface state. The interface’s state rep-
resents an abstraction of the underlying automation’s state.
Using this representation, Combéfis et al. (2011; 2012) have
shown that L* learning can generate a minimal interface
design from a model of system automation while ensuring
that the human operator retains “full control” (a condition
that will nominally prevent mode confusion; Combéfis and
Pecheur 2009). While this work did not consider human task
behavior, it does demonstrate that L* learning can generate
interfaces that adhere to certain usability properties.

Interface Generation Approach
In this work, we synthesizes each of these concepts into a
single novel approach that use L* learning to automatically
generate formal human-computer interface designs from for-
mal task analytic behaviors models and usability properties.
Given the nature of L* learning, this approach should guar-
antee that the produced interface design will always usably
support the human operator’s task.
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We assume the same formal interface representation used
by Combéfis et al. (2011; 2012), where a learned interface
design is a FSA that transitions between interface states
based on human actions and other system conditions. How-
ever, instead of using a model of system automation as input,
our approach takes a task analytic behavior model (which
describes human normative interaction with the system) and
a set of desirable formal usability properties as inputs. The
method extracts the “alphabet” of the interface from the ac-
tions and strategic knowledge in the task model. Then, an
L* algorithm learner will progressively learn a minimal in-
terface FSA by generating queries and design candidates
that are evaluated by a teacher and oracle (respectively). The
teacher and oracle will compare the outputs created by the
learner to the task model and the usability properties using
formal verification techniques. These will produce the re-
sponses that will tell the learner if the produced queries and
designs are or are not acceptable. When complete, the L*
algorithm will produce a formal human-computer interface
design that will support the human operator’is tasks and sat-
isfy the included usability properties.

A graphical representation of the approach can be seen in
Figure 1. It proceeds as follows:

A.1 A task analytic behavior model is evaluated by an al-
phabet extraction process that identifies the human ac-
tions and system conditions (found in task analytic be-
havior model strategic knowledge) that will constitute
the alphabet of the formal interface design’s FSA rep-
resentation. This is sent to the L* learner.

A.2 The L* learner uses the alphabet to generate a unique
execution sequence (a string of actions and system con-
ditions) that it sends to the teacher.

A.3 The teacher process compares the string to the original
task analytic behavior model to see if the execution se-
quence is compatible with its contained behavior. If it
is, the teacher produces an “Accept” response. If not, it
produces a “Reject”. If the string is incomplete (doesn’t
constitute a full execution sequence through the task
model) it issues a “Don’t Care” response.

A.4 The response is observed by the L* learner. Then, if the
L* learner has enough information to produce a design,
it will go to step A.5. Otherwise, it will go back to step
A.2 to produce a new string.

A.5 The learner creates a formal interface design (a FSA)
that is capable of accepting and/or rejecting all of the
previously considered execution sequence strings (re-
spectively accepted or rejected by the teacher). This is
examined by the oracle that checks it to ensure that it
is compatible with the provided task analytic behavior
model and the included formal usability properties. If
the interface design passes these evaluations, then the
candidate design is output as the final design. Other-
wise, the oracle produces an unacceptable execution se-
quence that is allowed by the current interface design (a
counterexample). This is examined by the learner who
then proceeds at step A.2.

The oracle process (in step A.5) produces its results
through a sequence of model checking verifications (see Fig-
ure 2). This is a multistep process that proceeds as follows:

O.1 The oracle translates the task analytic behavior model
and the produced interface design into a larger for-
mal system model. Concurrently, it also produces task-
related usability specifications that assert properties
about the proper execution of the task when interacting
with the interface.

O.2 The formal system model is iteratively checked against
these properties using a model checker. If all of these
are satisfied, then the process proceeds to the next step.
Otherwise, any produced counterexample is output.

O.3 The original formal interface design is iteratively
checked against all of the formal usability properties in-
cluded in the analysis. If a counterexample is ever pro-
duced, it is output. If no counterexample is produced,
then the candidate design is output as the final design.

Implementation Plans
To realize the interface generation approach presented, there
are three major components that will need to be identified
or developed: (a) A suitable task analytic modeling system
needs to be selected; (b) An L* learning algorithm needs to
be implemented and/or a suitable existing implementation
needs to be found; and (c) A formal evaluation framework
for implementing the teacher and model checking compo-
nent of the oracle needs to be chosen. Although this project
is still in its early stages, we have identified some prime can-
didates for each of these. All three are discussed below.

Task Modeling
There are many different task analytic modeling techniques.
However, the formal task modeling notation that is most rel-
evant to this work is the Enhanced Operator Function Model
(EOFM) (Bolton, Siminiceanu, and Bass 2011).

EOFM is an XML-based task modeling language specif-
ically designed to allow task analytic human behavior to be
included in formal analyses. EOFMs represent human be-
havior as a hierarchy of goal driven activities that decom-
pose into lower level activities, and finally, atomic actions. A
decomposition operator specifies the temporal and cardinal
relationships between the decomposed activities or actions
(when they can execute relative to each other and how many
can execute). EOFMs express strategic knowledge explicitly
as conditions on activities. They can assert what must be true
before an activity can execute (preconditions), when it can
repeat (repeat conditions), and what must be true when it fin-
ishes (completion conditions). Most importantly, EOFM has
formal semantics which specify how an instantiated EOFM
model executes. This enables its use with formal methods.

EOFM is relevant for this work because it can formally
represent normative human task behaviors and can thus be
included in formal verification analyses (Bolton and Bass
2010; Bolton, Siminiceanu, and Bass 2011; Bolton and Bass
2012; Bolton, Bass, and Siminiceanu 2012; Bolton and Bass
2013b; 2013a). Thus it can be used by the proposed oracle
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Figure 1: The approach for automatically generating human-computer interfaces from task models and usability properties.
Note that a description of the inner workings of the oracle can be found in Figure 2.
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Figure 2: The approach used by the oracle (see Figure 1) to evaluate an interface designs produced by the L* learner.

and teaching procedures to evaluate learner outputs. Further,
EOFM supports the ability to automatically generate speci-
fication properties for evaluating how well an interface sup-
ports tasks (Bolton et al. 2013; Bolton 2013). This can be
used by the oracle to check that an interface design is prop-
erly supporting the task (step O.1 from above).

L* Learning
There are several preexisting implementations of the L*
learning algorithm that could be used in this project. These
include learnlib (Raffelt and Steffen 2006) and libalf (Bol-

lig et al. 2010). However, neither automatically work with
a particular model checker nor have they been used to learn
human-computer interface designs previously. Alternatively,
the Java Pathfinder (Havelund and Pressburger 2000) en-
vironment offers an implementation of L* that can work
with its native model checking capabilities (Combéfis et al.
2011). Further, Java Pathfinder’s L* learner was successfully
used in Combéfis et al.’s (2011; 2012) interface generation
effort. Thus, while all options are still being considered, Java
Pathfinder’s L* algorithm will likely be used in the imple-
mentation of our approach.
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The Teacher and the Model Checker
Both the teacher and oracle are effectively searching through
models to evaluate execution sequences and interface de-
signs. As such, a model checker should be able to serve both
purposes. Given the probable choice of Java Pathfinder’s
L* Learning algorithm for our implementation, its model
checker is a prime candidate for use in our teacher and or-
acle. However, this choice will necessitate several devel-
opments. Firstly, a translator will need to be constructed
to convert EOFM task models into a notation readable by
Java Pathfinder. It will also require that all utilized specifi-
cation properties (including those generated from EOFMs)
be adapted to work in Java Pathfinder.

Alternatively, the model checkers found in the symbolic
analysis laboratory (SAL) could be used. This would be ad-
vantageous because EOFM’s translator and property genera-
tion tools already work with SAL (Bolton, Siminiceanu, and
Bass 2011; Bolton 2013; Bolton et al. 2013). However, this
would require that an additional translators be constructed
to coordinate between SAL and the L* learner.

Future work will evaluate these options.

Conclusions and Future work
Humans are increasingly relying on computer technology
to help them safely and efficiently do their work and con-
duct everyday tasks. It is therefore critical that the human-
computer interfaces they interact with allow them to usably
achieve their goals. If an interface fails to do this, it could
severely limit the ability of human operators to do their jobs
and effectively live their lives. As such, this work is impor-
tant because, if successful, it will allow for the automatic
generation of user-centered human-computer interface de-
signs with guaranteed usable support for operator tasks. Be-
cause this work is in its early stages, there is still much to be
done. However, we have identified an approach and devel-
oped an implementation plan that will guide future efforts.

To validate our approach, we will use it to design an in-
terface for a realistic system. The first application will be
a patient controlled analgesia (PCA) pump. A PCA pump
is a medical device that intravenously delivers pain med-
ication to patients based on a prescription programmed
into it by a practitioner. This is an appropriate applica-
tion for this project because task analyses already exist for
describing PCA pump interaction (Bolton and Bass 2010;
2013b) and PCA pump usability is important to patient
safety. Further, a formal reference standard exists for de-
scribing the interface behavior of PCA pumps (Arney et al.
2007). This provides a robust design against which a gener-
ated model can be compared. Future work will investigate
this and other potential applications for our approach.

Finally, by creating formal interface designs as formal
models, our approach enables human-computer interfaces to
be evaluated in ways that may not have been available to
designers otherwise. For example, formal verification could
be used to prove properties about system safety and formal
tools could be used to automatically generate test cases for
certification. Thus, future work should investigate how to
best adapt our approach to support these analyses.
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